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Design and Hardware Implementation of a Fast 
Responsive Handsfree Mouse Using Robust 

Object Tracking Algorithms   
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Abstract—In this paper an improved pen mouse is implemented on hardware to demonstrate a robust approach for controlling mouse 
movements and functions. Using an illuminated marker of specific shape, color and size; actions of a mouse cursor can be effectively 
performed. Existing approaches involve gesture recognition of hand and eye movement to control functionality of a computer mouse. 
Outcome of such approaches are severely affected by the presence of background objects and surrounding light conditions. This project 
takes a different course towards changing the hardware design in order to use the mouse freely in the air. This technology can greatly 
boost the Man-Machine Interaction and allow the user of computer ease and freedom while interfacing with their devices.  Our method 
uses combination of computer vision technology and simple inexpensive hardware that together can efficiently perform the Graphical User 
Interface (GUI) tasks of current commercial mouse devices (such as left and right clicking, double-clicking, and scrolling).  

 

Index Terms—Pen mouse,Illuminated marker,Gesture recognition (GR),Man-Machine Interaction,Interfacing,Computer vision 
technology,Graphical User Interface (GUI),Commercial mouse 

———————————————————— 

1 INTRODUCTION
n modern world computers are indispensable to our daily 
lives. From workplaces to education, research to entertain-
ment we cannot imagine a single day without computers. 

Interaction of human with machine has taken new turns in 
this age of information technology. People have embraced 
computer as their friend. Just as interaction with a friend has 
to be straightforward and comfortable, Man-Machine Interac-
tion is also evolving to allow the user to communicate with 
computers with simple and natural actions.  

This work is greatly inspired by the current trend in de-
veloping user friendly devises and software for computers. 
The touch technology is constantly being upgraded to allow 
easy access to mobile device operation. Although touch tech-
nology has been implemented on computers but mouse func-
tionality has still remained the main means of Graphical User 
Interfacing with the computer. This project aims to change the 
way of controlling the mouse by making its controls similar to 
touch actions.  

2 RELATED WORKS 
In his work Erden et al [1] has implemented image segmenta-
tion and gesture recognition to control the actions of a mouse. 
A webcam was used to capture the movement of finger tip, 
which is interpreted as cursor position and clicking was per-

formed by placing another finger on top of a certain point on 
the captured screen. Similar works were performed Hojoon 

Park [2] where he used skin color detection to detect the center 
and position of the hand. The use of convex Hull algorithm 
detected the finger tips and number of pointing fingers was 
used to instruct certain mouse click events.  The work of 
ShanyJophin et al [3] was an accumulation of previously men-
tioned works.Another approach was developed by Chu-Feng 
Lien[4] where heused only the finger-tips to control the mouse 
cursor andclick. The clicking method was based on image 
density, andrequired the user to hold the mouse cursor on the 
desiredspot for a short duration of time. The method used by 
Bhavana [5]suggested the use of color pointers placed on the 
finger tips to control mouse movement. Certain detected col-
ored tips were used to perform certain clicking actions.The 
work of Abhik Banerjee et al [6] used similar tracking of col-
ored tapes on fingers to move and control the mouse. 
AnkurYadav and AnandPandey [7] proposed the “Sixth Sense 
Technology” which suggested many uses of the gesture 
recognition via camera and projector. Their work proposed 
actions like taking pictures, computer screen navigation, 
painting on the screen etc with the recognized pattern of col-
ored markers placed on the finger tips. In the work of Akhil 
Gupta [8]basic head and face detection algorithm and SSR 
filter were used to detect eye movement, which was used to 
control the mouse actions. 

3 INTRODUCTION TO THE SYSTEM 
The designed prototype hardware has a red colored backlit 
circular marker at the front end. The position of this marker is 
effectively tracked by the built-in or external webcam of the 
computer. The streaming image acquisition and image pro-
cessing codes are written in C++ language using Visual Studi-
os Ultimate 2012. The movement of the marker is converted to 
coordinates of the computer screen and the position of the 
mouse cursor is placed on the screen according to the move-
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ment of the marker. The basic mouse functions like clicking; 
scrolling is done by a micro controller which sends the input 
commands by a Radio Frequency (RF) transmitter. The com-
mands are received by the computer through a USB RF receiv-
er.This designed system has many advantages over the previ-
ous works. The features of the designed system and its edge 
over the other works are presented below. 

3.1 DEPENDENCY OF BACKGROUND LIGHT 
The previous works were all heavily dependent on lighting 

condition and brightness of the background. This drawback 
was mentioned in most of the previous works. Due to this 
light dependency of the program while detecting colored 
markers or skin color the mouse actions have to be performed 
in certain illumination of the background. This sometimes 
makes the technology very impractical to use; for example 
while using the computer at dim light or using it against the 
outdoor background. The work presented in this paper over-
comes this problem by using an illuminated Red colored 
marker at the tip of the designed device. As the marker itself is 
a luminous object it is not affected by the variation of lighting 
condition of the surrounding.   

3.2 COLOR DETECTION AND BACKGROUND ELIMINATION 
All the previous approaches applied any one of the following 
methods for detection. 

1. Skin color detection 
2. Colored marker detection 
3. Pattern recognition of hands or colored markers 

In each case the user had to place his hand against a white or 
light colored background of low brightness so that the algo-
rithm can effectively detect the hand. Presence of other objects 
of similar color in the background creates false detection 
which results in unintended outcomes of the program. In this 
work an effective process of separation of foreground objects 
from background objects was applied. Background elimina-
tion was achieved using median blur filter, Gaussian filter and 
canny edge detection algorithms after detection of Red colored 
marker from the continuous image. 

3.3 SHAPE DETECTION 
Even after background elimination the presence of same 
shades of colored objects in the foreground can cause false 
detection. To avoid this shape detection algorithm was ap-
plied based on Hough circle transform. Besides that the algo-
rithm was manipulated so that only the circles of certain range 
of radius can be detected. Even more adjustments were made 
to the algorithm so that once it detects the illuminated marker 
it does not detect any new objects of similar shapes. The result 
of such shape detection procedure ensured optimized tracking 
of the illuminated color marker. 

3.4 BASIC MOUSE FUNCTIONS 
The approach of the previous works was to use image pro-
cessing to recognize mouse events like left and right click. 

Wrong detection of hand and finger positions, failure to rec-
ognize gestures and misinterpretation of gestures make the 
basic operation of the mouse very clumsy. Above all the com-
putational time of image processing for both position detec-
tion of the cursor and gesture recognition of the hand make 
the mouse operation impractically delayed.  

The different approach of this work is to modify the hard-
ware of the mouse and incorporate image processing. This 
provides the user a virtual screen in the space in front of the 
computer where they can move the mouse and at the same 
time perfrom basic clicking and scrolling functions of the 
mouse with fast responsiveness of a commercially available 
mouse. 

4 DESCRIPTION OF THE SYSTEM 
The implemented system is divided into two basic parts 

I. Software part- it includes image acquisition, image 
processing and accessing the mouse driver for con-
trolling the position and event of the mouse. 

II. Hardware part- It includes the illuminated marker, 
webcam, PCB and chipset of the mouse, RF transmit-
ter and receiver module. The entire project is run on a 
Microsoft Windows 8.1 Pro Operating system with In-
tel Core(TM) i5-5200U CPU @ 2.2 GH3. The image 
processing task was very smoothly6 performed by the 
CPU. Later the image processing load was shifted to 
the inbuilt NVIDIA GeForce 920M Graphics card, 
which made the process even faster as the processor 
was free to perform other tasks. Although there was 
no noticeable change during the running of the pro-
gram as both CPU and graphics card performance 
were very smooth. 
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4.1 FLOW CHART OF THE PROCESS 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.2 IMAGE ACQUISITION 

To input of image frames the implemented system applies the 
built in webcam of the laptop which is currently available in 
all models of laptop computers. However external webcam 
works with the system just as fine. The user has to place the 
external webcam on top of the screen to get the desired expe-
rience of freely moving the mouse in the air. The demonstrat-
ed syetem acquires images at a resolution of 640 x 480 with a 
frame rate of 50 fps. However the resolution and frame rate 
can be altered according to the user or system requirements. 
The continuous video stream is captured as frames of images 
which are converted to image matrix of three channel RGB 
image for storage and image processing. 

4.3 MEDIAN BLUR AND CONVERSION OF RGBIMAGE TO 
HSV IMAGE 
Smoothing, also called blurring, is a simple and frequently used 
image processing operation [9]. The median filter runs 
through each pixelin the image matrix and replaces them with 
the median of their neighbourhood pixels. The neighbourhood 
pixels are located in square neighbourhood around the evalu-
ated pixel. This smoothen the image and improve its quality 
by eliminating the pixels with defects of high variation from 
its neighbouring pixels. 

In the stored image matrix the pixel values are kept as BGR 
rather than RGB. Each pixel is converted to HSV value using 
the following algorithms [9]: 

The R,G,B values are divided by 255 to change the range 
from 0..255 to 0..1: 

R' = R/255 
G' = G/255 
B' = B/255 
Cmax = max(R', G', B') 
Cmin = min(R', G', B') 
Δ = Cmax - Cmin 
 

Hue calculation: 

 
 

Saturation calculation: 
 

 
Value calculation: 
 
V = Cmax 

After the conversion the colors of the image stands out 
which makes it easier to separate the basic color components 
from the image. 
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4.3 DETECTION OF RED COLOR FROM THE IMAGE 
For detecting red color from the image two shades of red are 
defined in the program. The inRange function is called to 
check whether the stored image contains pixels within this 
range of the shades of red. For every pixel in the stored image 
matrix “source()” the function compares it with the lower 
bound ‘’lb()’’ and upper bound “ub()” and stores them in an-
other matrix ‘’shade1()’’ in the following manner: 

 
shade1(i) = lb(i) ≤ source(i) ≤ ub(i) 

 
In this way two separate matrix are created which repre-

sents the range of the shades of red that can be detected by the 
program. Then these detected shades of red are joined togeth-
er to obtain only red objects in the image and filter out the rest 
of the colors. 

4.4 GAUSSIAN BLUR  
Probably the most useful filter (although not the fastest). 
Gaussian filtering is done by convolving each pixel of the Red 
filtered image with aGaussian kernel [9] and then summing 
them all to produce the output array.The pixel located in the 
middle would have the biggest weight. The weight of its 
neighbors decreases as the spatial distance between them and 
the center pixel increases. 
The color filtered image is corrupted by anamolous pixels 
which are due to added noise. The Gaussian filter removes 
those anamolies by smoothing the image. 

4.5 CANNY EDGE DETECTION  
Canny Edge Detection [10] is a popular edge detection method 
which is a multi-stage algorithm. The method employes a 
Noise Reduction stage by a 5x5 Gaussian filter [11], [12]. 
The second stage involves finding intensity gradient of the 
image where smoothened image is filtered with a Sobel kernel 
in both horizontal and vertical direction and obtain first deriv-
ative in horizontal and vertical direction. From these two im-
ages the edge gradient and direction of each pixel can be 
found as follows. The gradient direction is always perpendicu-
lar to edge. 
In the next stage Non-maximum Suppression is applied where 
a full scan of image is done to remove any unwanted pixels 
which may not constitute the edge.This is done by checking 
whether each pixel is a local maximum in its neighborhood in 
the direction of gradient. 
       In the final stage Hysteresis Thresholding is done. This 
stage decides which of the edges are really edges and which 
are not. For this, we need two threshold values, minVal and 
maxVal. Any edges with intensity gradient more than maxVal 
are sure to be edges and those below minVal are sure to be 
non-edges, so discarded. Those who lie between these two 
thresholds are classified edges or non-edges based on their 
connectivity. If they are connected to "sure-edge" pixels, they 
are considered to be part of edges, otherwise they are not edg-
es. 

4.6 DILATION AND HOUGH CIRCLE TRANSFORM 
The Hough transform [13] can be used to determine the pa-
rameters of a circle when a number of points that fall on the 
perimeter are known. A circle with radius R and center (a, b) 
can be described with the parametric equations 

x = a + R cos(θ)  
y = b + R sin(θ) 

When the angle θ sweeps through the full 360 degree range 
the points (x, y) trace the perimeter of a circle. If an image con-
tains many points, some of which fall on perimeters of circles, 
then the job of the search program is to find parameter triplets 
(a, b, R) to describe each circle.  

Thus the image after edge detection is dilated to fill the 
gaps between the detected edges and then Hough circle trans-
form applied to the image to find whether any edge detected 
is a circle within a specified range of radius. 

This step identifies the illuminated marker as a circle and 
stores its co ordinates on the screen as (a, b, R). Once the illu-
minated marker is detected, to avoid detection of any further 
circles is restricted in the program by fixing a large minimum 
distance between the centers of the detected circles.  

4.7 LOCATION OF THE CURSOR ON THE SCREEN  
The certer of the detected circle is set as the physical coordi-
nate of the cursor on the screen. The resolution of the captured 
frame is different from the resolution of the computer display. 
Since the detected circle center will only be within the window 
of the captured frame so to move the cursor over the entire 
computer screen proper scaling of the coordinates is required 
in both the x-axis and y-axis. The scale factor is obtained as: 

scale factor in the x direction = width_com/width_window 
scale factor in the y direction = height_com/height_window 
 
where,  width_com=width of computer screen 

width_window=width of frame 
height_com=height of computer screen 
height_window=height of frame 

 
The image of the camera is laterally inverted so left direc-

tion movement is interpreted as right direction movement and 
vice versa. To solve this problem image can be flipped first 
after acquisition from the video stream but flipping every im-
age is very inefficient and costly in terms of processing time.  

To solve the laterally inverted movement in the x direction 
the physical x position of the cursor is set as (width_com – x 
coordinate of the center of the circle). This simple coordinate 
geometry can solve the problem efficiently by saving compu-
tational time.  
 
 
 
 
 
 

5 HARDWARE IMPLEMENTATION 
The illuminated marker is made from a red led covered by red 
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tracing paper to diffuse the red light from it. 
The mouse button signals are sent by 2.4-GHz Universal Serial 
Bus Wireless Optical Mouse chipset MC68HC908JB8 and re-
ceived by the USB RF receiver dongle MC68HC908JB16 [14]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure (1): Optical Mouse chipset and USB Receiver dongle 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure (2): Mouse Block Diagram [14] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure (3): USB Receiver Block Diagram [14] 
 
Both the illuminated marker and the mouse chipset is pow-
ered by a 6 V rechargeable lithium ion battery. There are two 
DC/DC converters; the 3.3-V supply is used for the baseband 

IC and RF module. The 5-V supply is only used for the 
MC68HC908JB8. 
 

 

 

 

 
 

Figure (4): Assembled final prototype 

5.1 POWER SAVING FEATURES 
The battery only has to power a small led and other power 
consumption only occurs when a mouse button is pressed so 
the battery once recharged can work for three to four weeks 
under normal operational condition. 

6 RESULTS OF THE IMAGE PROCESSING 
 
The following figures would demonstrate the image pro-
cessing stages and would show the results and effectiveness of 
the developed program. 
 
 
 

 
 
 
 
 
 

 
Figure (5): Conversion to HSV image 

 

 

 

 

 

 

 

 
 Figure (6): Detection of red color 
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Figure (7): Canny Edge detection 
 
 
 
 
 
 
 
 
 
 
 
Figure (8): Detection of the circle 

 

6.1 EXPLANATION OF THE PROCESSING STAGES 
Conversion of RGB image to HSV image highlights the basic 
colors as shown in figure (5). Figure (6) clearly demonstrates 
the detection of the red color from the entire pixel of the im-
age. The effectiveness of canny detection algorithm is shown 
in figure (7) where the sharp edges of the foreground are iden-
tified. As the image can have many red colored objects in it so 
Hough circle transform algorithm only detects the presence of 
the circular red marker on the screen in Figure (8). 

6.2 ROBUSTNESS OF THE DETECTION STAGE 
 

 
 
 
 
 
 
 
 
 
 
Figure (9): Robustness against foreground objects 
 

Any red item placed in the foreground does not affect the out-
come of the detection stage. This fact is demonstrated by the 
red colored mug being in the image in figure (9) but the mark-
er is still detected as shown by the grey circle.  

 
 
 
 

 
 
 
 
 
 
 
 
 
Figure (10): Robust detection in any background condition 

 
The image in figure (10) proves the robustness of the object 
tracking algorithm against a harsh condition. The presence of 
many red colored objects in the image is detected by the color 
and edge dectector as shown on figure (10) right. The shape 
detection and background object filtering algorithm effectively 
detects the illuminated marker, as shown on figure (10) right. 

 

7 CONCLUSION 
The developed prototype mouse can effectively perform the 
general functions of a mouse with precision. As the mouse 
click events are sent via RF signal so there is no delay of click-
ing action of the developed mouse and any commercially 
available mouse. Although the prototype is larger in shape but 
the actual model of the mouse can be made into a pen shape in 
future. This mouse has the potential to have great impact in 
PC based gaming experience. It is also extremely useful in ed-
ucation, like teaching from sides and giving presentation. The 
design is very cost effective and has more functionality than 
normal mouse. Moreover, it is more precise and faster than the 
hand jesture recognition based cursor movement algorithm. 
The C++ code of the mouse is converted to a driver software 
and by installation of this driver in any PC with a webcam can 
easily use the implemented mouse.   
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